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1. INTRODUCTION

The intuitive meaning of monotone dependence for a bivariate
random variable (X, Y) is that large values of Y correspond sto-
chastically to large values of X (positive dependence) or, in the
opposite case, large values of Y correspond to small values of X
(negative dependence). This concept of monotone dependence has
played a fundamental role in many recent new ideas in statistics.

A number of families of bivariate distributions with a natural
interpretation of monotone dependence have been introduced. Some
early concepts that have been recently developed include quadrant
dependence (Lehmann, 1966), association (Esary, Proschan and
Walkup, 1967), concordance (Tchen, 1980; Kimeldorf and Sampson,
1978). Different notions of monotone dependence are defined through
the conditional distribution of Y | X = x or through the regression
function E(Y | X = x) . Examples are regression dependence (Tukey,
1958; Lehmann, 1966), total positivity of order two (Karlin, 1968),
monotone regression (Shea, 1979). A weaker type of monotonic
dependence based on expectations of random variables (Y| X > x)
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was introduced by Yanagimoto (1973) and Kowalczyk and
Pleszczynska (1977).

Literature concerning monotone dependence can be found, for
instance, in Schriever (1986); Block et af. (19903,

In order to compare two bivariate distributions having the same
pair of marginals to determine whether one distribution is more
positively dependent then the other, several partial orderings on the
class of bivariate distributions with fixed marginals have been intro.
duced. Some specific examples of such orderings are: Tchen’s (1980)
more concordant ordering; Rinott and Pollak’s (1980) covariance
ordering. A general concept of a positive dependence ordering is
studied by Kimeldorf and Sampson (1987); see also Scarsini (1984).

Is this paper we introduce a new characterization of monotone
dependence in drawing a comparison between the generalized Lorenz
curve of the regression function £ (Y] X) and the Lorenz curve of Y,
This notion seems appropriate when we ask the relation to be

metric is relevant just in the case of one variable.

A partial ordering of monotone dependence on the class of
nonnegative bivariate r.v.’s with given marginals is consequently
defined. Relations with other orderings are examined. Finally, it is
suggested a real valued barameter that adequately reflects the proper-
ties of the defined ordering.

The motivation of the proposed partial ordering arises in the

2. GENERALIZED LORENZ CURVE: DEFINITION AND PROPERTIES

Let X be a nonnegative random variaple (r.v.) with distribution
function (d.f.) 7, and finite expectation £(X) > 0. We consider the
following definition of the Lorenz curve of ¥ (Pietra, 1915, p. 782, see

also: Frosini, 1987, p. 195: Giorgi, 1992, pp. 12, 149; Gatswirth, 1971,
p. 1037):
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Whﬂi— ;F . be(zzz real function on R . Following an idea of Mai:;l;nol;lz
(\1\960)eaid Kakwani (1977), we can define the generalize ore

curve of the r.v. g (X).

DerinimioN 2.1 (Kakwani, 1977, p. 7'20). ;et g{(x)be a)cgngm;f
ous function of x such that its first derivative exists and g (x) = 0.
0 < E(g (X)) < + o, we define:

X
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g(F (@) dz,
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0<p<1,where x, = F,'(p).

i i ith
Let us now consider a bivariate nonnegative 1.v. )EX ,nI;) ,E\E/Yz)
marginals F, and F, respectively, and sgpgose(ilzgzz )E i(ntzoz:j e )
itive finite. Blitz and Brittain .
%rergi;tsiiéiecuizg of ¥ on X, which corresponds to the gen;;al;z;:li
;j)orrenz curve of the regression function m (X) = E ( Y| ;Y) ﬁsin g o
1981) more specifically analyzes the correlation curve, uing the
Elotion of mean difference, essentially in the case of linear reg
nen. i ties of the generalized
i ion we examine some proper neraliz
L . t(}:lxlisrvseecf)l? nm (X) = E(Y|X). For the sake of sjmphctli?]é
enz sake Pl
at(z;ntion is restricted to the class 7 (Fy, F,y of blva;ate v?;)rslhzﬁ e
v.’s (X, Y) with continuous marginal d.f.’s F; and F, . We shall also
ass Jthat for all (X, Y)en(F,, F)) .the regres§1‘ n o~
assume— E (Y| X = x)is continuous with finite first derivative m Of.‘
" (X)F—om deﬁnition 2.1, the generalized Lorenz curve
T - Ay

m(X) = E (Y| X)] is defined as:

X

»

1 -1
de TS m (F X (Z)) dz

Leny () = “E(E(Yl b)) gm ) “ E(Y) i _

0<p<l.
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PRrOPERTY 1.
1) Lgyix) (p) passes through the points (0,0) and (1,1).

1) Lgyx (p) is increasing if and only if m{(x) > 0 for all x.
iii) Lgyyxy (p) is concave if and only if m (%) is nondecreasing for

all x. \
Proof. (i) From definition. (ii) follows immediateiy observing
oL > Ley, ’
that: 2l @ _ m(x) (i) 2 £ @ . m) ’
ap E(Y) ap E(Y) f: (xp)

where £, is the density function of F, . Since Jx (xp) > 0, the sign of
the second derivative is that of m’ (x).

A second criterion by Kakwani (1977, Corollary 1) states

that Lgyyx, (p) is above (below) the egalitarian line if the elasticity

xm (x) .

nx) = (()l is less (greater) than zero for all x > 0. Kakwani

m(x

(1977) also pointed out that Lg(vixy (p) is not the same thing as the

Lorenz curve for E(Y|X). Both are identical if m(x) is strictly
monotonic and has a continuous derivative m’ (x) > 0 for all x.

PropERTY 2. Ly(p) < Lty @) < L¥(p), where:

_ 1 ~1
L?’(P)“mlj F ' (2)dz 0<px<l

-r

Proof. In order to show that: Ly (p) < Lgvixy (p) , note that

1
Leyn () = E‘TI—’)w E(YIX < x,) Fi(x,),

and:

1
Ly @) = 5o EXIY < 3) F, ()
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Now, (Y| X < x,) is stochastically larger than (Y | ¥ < ¥p) , that
is: .

P{iY<ylX<x) < P{Y <yl Y<y) for all yeR,

and the result follows. N
Analogously, in order to prove: Lgyix) (p) < Ly (p) , note that:

: — F, (y1-p)]
L zg‘”—E(yi Y>y1wp) {1 y Fi-p
0 = B
Now, (Y| Y > y,-,) is stochastically larger than (Y| X < x,)
and the result follows.

A notation = will be used to denote the equivalence of random

variables, defined as: X = Y if the probability of the event {X = Y}is

equal to 1.

PROPERTY 3. Lpyixy(® = p for all pe(0, 1) if and only if
E(Y|X) = E(Y).

Proof. Ly (p) = p for all pe(0,1) can be rewritten as:
X, Y X )
f}«:m X = x)dF, (x) = fEm dF, (x) for all pe (0,1),
0
0

and this is equivalent to E(Y | X) = E(Y).

PROPERTY 4.

) Leaxy () = Ly(p) forallpe (0,1) iff m (x) is increasing and

h that E(Y|X) =Y. o . '
e i1) LF{)'](X) (p) = L} (p) for all pe (0,1) ift m (x) is decreasing and

such that E(Y [ X) = Y. ,

Proof. i) If m(x) is increasing and E(Y | X) = Y, the result

immediately follows.
Suppose that: Lgyx (p) = Ly (p), for every pe (0,1). Then, by
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Property 1, m (x) is increasing and Lgyx (p) is the Lorenz curve of
E (Y| X), so that from the assumed equality follows that E(Y | X)
and Y are identically distributed. This implies that E (Y [X) = Y (see:
Dabrowska (1985, p. 71). 1i) can be proved analogou\sly.

PropErTY 5. If m(x) is nondecreasing for all x then
[Cov (A_/ , ) 2 0l and Lgyxy (p) < p. The inequalities are reversed if
m{x) is nonincreasing. In both cases, Cov (X, Y) = 0 and
Lenxy (p) = p hold if and only if E(Y | X) = E(Y).

Proof. From Property 1 and Lemma 2.1 of Shea (1979, p.
1122).

The following properties 6 and 7 can be easily proved.

ProeErTY 6. If E(Y | X = x) = o + B x, then

Leyiny@) =p - B'%%,X‘;(P - Ly(p)).

We shall say that a function 4 : R » R is F,-increasing if for all
s, 1€ R: Fo(s) < F,(¢) implies 2 (s) < h(z).

PP:OPERTY' 7. Lgx (p) is invariant under F-increasing trans-
formations of X .

PropERTY 8. Let (X, Y) and (X', Y)en (F,, F)).
Then' LE(Y[X) (P) = LE(Y'[X‘) (p) for all PE {0,1) if and Oﬂly if
E(Y}| X) and E(Y’| X') have the same distribution.

Proof. Lgx) (p) = Lgorixy (p) for all p is equivalent to:
fE(Y| X = x)dF;(x) = fE(Y'! X'= x) dF, (x) for every p€ (0,1)
0 0

which holds iff E(Y| X) and E (¥’ X') have the same distribution.
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PropERTY 9. Let (X, Y)and (X', Y) en (F,, Fy) . Then Lgvy
will lie above (below) Lgy x if the elasticity of E(Y | X = x) is less
(greater) than the elasticity of E(Y'| X" = x).

Proof. See Kakwani (1977, p. 720).

3. GENERALIZED LORENZ CURVE OF E (Y| X) AND POSITIVE {NEGATIVE)
DEPENDENCE

The Lorenz curve has been widely used as a tool for ordering
distributions. Let X ~ F,, ¥ ~ F, be two nonnegative r.v.’s with
finite positive expectations. The distributions F, and F, or equivalent-
ly the r.v.’s X and Y are ordered by Lorenz ordering if the Lorenz
curve of X is nowhere below the Lorenz curve of Y

X <, Y if Ly(p) = Ly(p) for every pe (0,1)

(see Marshall and Olkin, 1979, p. 5).

We propose to use the generalized Lorenz curve for ordering
bivariate distributions according to monotone dependence. Our aim is
to measure monotone dependence in drawing a comparison between
the generalized Lorenz curve of E (Y| X) and the Lorenz curve of Y.
Roughly speaking, the more is the generalized Lorenz curve of
E (Y |X) similar to (or far from) the Lorenz curve of Y, the stronger
is the positive (negative) dependence of ¥ on X',

We now introduce a monotone dependence structure based on
Lg vy - In what follows L denotes the family of all bivariate r.v.’s
(X, Y) with monotonic dependence, L* and L~ corresponding to
positive and negative dependence.

Dernirion 3.1 The set of all ordered pairs (X, Y) satisfying:
Ly < p for all pe(0,1)

will be denoted by L* . It will be denoted by L™ if the inequality is
reversed.
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ProrosiTion 3.1 If (X, Y)eL"[L"], then Cov (X, Y) >0
[<0].

Cov (X, Y) = 0 holds iff E(Y|X) = E(Y).

Proof. If (X, Y)€eL", then Lgyx, (p) < p ’fl;)'r every p. This
implies that:
T[E(YiX= x) = E(N]dFc(x) <0, pe(0,1).
0
Consider first:
Cov{X,Y) = Tx[E(YiX: x) —~ E(Y))dF,(x).
0

For any point x,, from the assumption we have:

Cov(X,Y) = j(x[E(YIX= x)—E(Y)] dF, (x) +
0

T XEX|X =x)-E(Y)]dF, (x) >

5>1'—._=8

s xpj'[gmx= )~ E (V)] dF, () +
0 ;
+x, f [E(Y| X = x)~E(V)] dF, (x) =

=pr[E(Y!X=x) ~ E(V)]dF, (%) = 0.
0
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The implication: (X, ¥Y) e L™ == Cov (X, Y) < 0 can be proved
analogously.

Cov(X,Y)=0<> E(Y|X)=E(Y) is a consequence of
Property 3.

Let us now order the family L* [L7].

DermarioNn 3.2. For each (X, Y) and (X7, Y') belonging to
LY [L7]:

(X, 7)<+ (X, Y) [<1-]

if F.=F,., Ep = Fy', and LE(yp() (p) = Lg(y';x') (P) {SJ for all
pe(0,1).

Clearly, the set of all minimal elements with respect to <+
[<.-] is equal to the set of the rwv’s (X,Y) such that
E(Y|X) = E(Y) (see Property 3). The set of all maximal elements
with respect to < . [< ;-] consists of all bivariate r.v.’s (X, ¥) whose
joint d.f. is equal to:

F¥ (x,) = min{F (x), F, ()}
[F~ (x,») =max{0,F,(x) + F,(») = 1}], (x,y) €R?

(see Property 4). The d.f. F* [F~] is usually referred to as the upper
(lower) Fréchet bound of the family of all bivariate distribution
functions with marginals F, and F).

ProposiTiON 3.2, Let (X, Y)and (X', Y)e L' . If
(X, Y) <z (X', ¥") then Cov (X, ¥) < Cov (X', ¥')

Proof. The result can be obtained by paraphrasing the proof of
Proposition 3.1.

From Property 9 of section 2 it follows that: (X', ¥) <+ (X', Y')
if the elasticity of E(Y|X = x) is less than the elasticity of
E(Y'NX' = x).
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In what follows we examine the properties of L*-ordering with
respect to other orderings of positive dependence. The case of
negative dependence is obviously analogous.

p

Dermvition 3.3, Let X and Y be two random variables.

a) (Lehmann, 1966, p. 1138). X and Y are positively quadrant
dependent (QD™) if (Y| X > x) is stochastically larger than Y:

YIX>x)=uY

b) (Esary, Proschan and Walkup, 1967, p. 1466). X and Y are
associated (4 (X, Y)) if :

Cov(f(X.Y); g(X, ) =0

for all increasing functions f and g .

¢) (Kowalczyk and Pleszczynska, 1977, p. 1221). X and Y are

positively dependent in expectation (EQD™") if:

E(Y|X>x)=2E(Y), forall xeR.

The implications among these notions of bivariate positive
dependence properties are:

AX,Y)= QD" = EQD" .

Let us now order the family of EQD™ r.v.’s.

DermutioN 3.4. For each (X,Y) and (X', Y’) which are
EQD*:

(X, Y) <pop+ (X', Y

if Fr="F,, F,=F, and for all xeR: E (Y|X > x) <
[E(Y']X'> x)].
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We have introduced in Definition 3.2 an ordering of monotonic
dependence based on Lg(yx, , which results to be equivalent to < ggp+
as is shown in the following

Prorosition 3.3. For each (X, Y) and (X', Y”) belonging to
L*:

X.Y) <+ (X, Y)Mf (X, Y) <Spgp+ (X', Y).
Proof. (X.,Y) <p+ (X', Y') is equivalent to:

LE(YIX) (p) = LE(Y'iX') (p) for eVvery p € (0,1) N that is:

1 1 ,
e E(Y 1 X S X)) Fr (%) 2 === E(Y'| X'< x,) Fe (%), p€(0,1).

E(Y) E(Y')
Observing that:
EYlX< = w}—w—[E(Y) - EX|X>HP(X>0],

CP(X <0

the previous inequality holds for every p € (0,1) if and only if:

1 _ 1 . - :
W{E(Y}—E(YﬁX>xp) (1—wp)}zm{E(Y)*E(YIX> xp) (1~ p)}

that is:

EXY|X>x)<EX'|X>x), forallx.

4. L-DEPENDENCE FUNCTIONS

Kowalczyk and Pleszczynska (1977) and Kowalczyk (1977) pro-
pose to associate with any (X, Y) with finite expectations and
continuous marginals a function g, : (0,1) — [—1, +1] defined by:
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W@ =wi(p) if  E(Y|X>x)— E(Y) 20
=W if  EY|X>x)- E(Y) <0
where:
‘) = E(Y|X>x,) — E(Y)
’ E(Y|Y>y,) ~ E(Y)
and

E(Y|X>x,) — E(Y)
E(Y) - E(Y| Y<y,_,)

Wox (p) =

XThe function ,, is called monotonic dependence function of ¥
on X.

. Jn fact, given two r.v.’s (X, Y) and (X', Y) with marginal
distributions respectively equal, it holds:

(X, Y) <pop+ (X', Y") if and only if Wi (@) < whe )

for all p € (0,1).
We can also introduce a monotone dependence function ¢,y
based on the normalized differences between the points on the

gengralized Lorenz curve Lg vy, and the corresponding points on the
egalitarian line: '

crx (D) = cyx () if Legn () < P
=ew@ i Ly () >p, 0<p<1

where:
ch ) = 2= Leow ©)
P — Ly(p)
and:

cyx (p) = L= Fraw @) [j L(;;yl_y) ;p)
v (p) —
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The two functions u,, and cyy are éleariy related. Indeed we have
the following:

ProposiTioN 4.1, For all p € (0,1), w,, (p) = cyx (p).
Proof. The result follows observing that:
EYIX<x)PX<x)=EY)~ E(Y|X>x)P(X>x,).

It is immediate to note that from Proposition 3.3, it follows that:
(X.Y) <+ (X', YY) iff ¢fx (p) < cix (p) for all p€(0,1).

5. MEASURES OF L-DEPENDENCE

It is evident that the ordering <;+ is only partial: two bivariate
r.v.’s are not comparable (under <;.+) whenever their generalized

. Lorenz curves intersect. In order to compare pairs of r.v.’s that are

not ordered by <« ordering, it is wise to choose (partial or total)
orders that are finer than <;+ ordering. An order <, is finer than
another partial order < if (X,Y) <, (X', Y") implies (X, ¥) <,
(X', Y') i.e., £, orders all bivariate distributions that < orders. An
order is total if it orders every pair of bivariate distributions.

A measure 7 of L-dependence is a functional of the bivariate r.v.
that induces a total order <; defined by:

X. N, X, HiTIX, N<IX,Y)
which is finer than <. and >,- .

A measure of L-dependence is given by the area between the
egalitarian line and the generalized Lorenz curve Leyxy:

1

|

Ayxy = 5 fLE(Y|m (p) dp
0 .

Normalizing the area 4yy a relative measure of L-dependence,
which takes values in [—1, +1], can be deduced.



32

i
ProrosiTiON 5.1, Let Ay = j[p — Ly{(p)ldp . Then:

0

‘ i) Cyx = Ayx/ Ay is a relative measure of L-dependence, that
is:
1 <epy < +1;
ii) [Cyxl = 1 if and only if E(Y| X) =Y. More specifically,

‘ Cyy = +1if m(x)=E(Y|X=x) is a nondecreasing func-
tion for all x, and '

Cyy = -1 if m(x) is nonincreasing;
i) Cyy = 0 if E(Y|X) = E(Y);
iy If E(Y{X = x)=a+ PBx, then

cooo g EX) Ax _ox EX) Ax
w=BEE 4y Poy E(D) Ay

where p is the linear correlation coefficient.

Proof. 1) - ii) - iii) follow from Properties 2, 4 and 3 of section 2
respectively. iv) is immediate.

A‘m expressive relation can be stated between Cyy and the
covariance: Cov (Y, Fy (X)). It is well known (see Stuart, 1954) that

the mean difference Ay of a random variable ¥ with d.f. F, can be
defined as: '

Ay = 4Cov (Y, F,(Y)),

so that the concentration area Ay can be expressed as:

_ Cov (Y, F,(Y))
E(Y)

Y
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being: Ay = Ay/ (@ E(Y)). Given (X, Y) with marginals d.f.’s Fy
and F, ,we have:

_ Cov (Y, F: (X))
U EMm

Consequently, the monotone dependence measure Cyy becomes:

Cov (Y, F: (X))
Cov(Y,F (V)

YxX =

An alternative approach to derive the measure Cyy is proposed
by Schechtman and Yitzhaki (1987) and Yitzhaki and Olkin (1991).

6. AN EXAMPLE

In studying the dependence structure of a family of fixed mar-
ginal bivariate distributions indexed by a real parameter it is natural
to inquire whether the bivariate distributions are more positively
dependent according to Cyy as the parameter increases.

We consider the following example. For any pair F, and F, of
continuous univariate d.f.’s, the following family of bivariate distribu-
tions was studied by Farlie (1960), Gumbel (1958) and Morgenstern
{(1956):

Fix,y;0) = F @ F @) 1+ (1-FX) (1-F o)

-1<axg +1.
It is easy to prove that if 0 < o < % < 1, then:

F(x,y,a) <g+ F(x,y;500)

It is sufficient to consider the case when F and F, are uniform
distributions on (0,1), in which case:

flx,y;)=1+ aRx— D2y~ [}
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is the density corresponding to F(x,y;a) and
1
E(Y;me)=g-(3 —o+2ax).

The regression function is linear, so that /f,rom Proposition 5.1:

7. SOME REMARKS

Extension to the discrete case is possible. Let (X, Y) be a
nonnegative bivariate r.v. and suppose that (X, Y) takes values
(x:, ;) with probability p (x;,¥), i=1,2,., k;j=1,2,., k. Let
P, be the marginal probability function of X . The generalized Lorenz
curve of E(Y | X) is defined as:

Ly ()
l 3 _ -
= _ﬁ_ﬁ {x‘gxpE(Yi X=x)p:(x)) + E(Y] X~«xp) @ Fy(x; ))}

where Fy(x, ) = Etm Fy(x). Therefore, Lgxyyx (p) coincides with

the line connecting the (k+1) pomts

i E(lej)PX(xf)), i=1,..k

©0.0:( Lo, T =72

In this case, the properties of the generalized Lorenz curve of the
regression function presented in section 2 must be reformulated
considering the following inequalities:

Ly () < Lign @) < Lo @) < Lo () < Ly (p)

where: Lg(p x (LE(yix) 18 the generalized Lorenz curve of the regres-
sion function when the distribution of (X, Y) is the upper bound F~*
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(respectively, the lower bound F) of the Fréchet class generated by
Fyand Fy.

The equality Ly (p) = Lix () (L (p) = Lznx (p)) holds for
all p €(0,1) if and only if F* (F7) is such that Y = g(X) for a
nondecreasing (nonincreasing) function g .

This suggests to define a relative measure of L-dependence as:

A Y,F )
Oy = Arx _ Cov (Y, Fx (X)) i Ay >0

Ay Cov' (Y, Fy (X))

c .
_ u___AY_X _ OVW(Y,FX(X)) if Ay <0
Avx Cov™ (Y, Fy (X))

1

1
Ayy = I[P Léwx (Pl dp and Ayy = j[meE(YIX) P]dp .
s o

The monotone dependence function cyy and the index Cyy pro-
posed in this work can be used in many practical problems. Some
hints for possible applications in economics can be found in: Kakwani
(1980); Plotnick (1981); Nygird and ‘Sandstrom  (1981); Muliere
(1986), where economic problems as taxation or welfare programs are
studied with alternative methods.
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Generalized Lorenz curve and monotone dependence orderings

SUMMARY

In this paper a partial order of monotone dependence on the class of nonnegative
bivariate random variables with given marginals is defined, based on the notion of
generalized Lorenz curve of the regression function. The relations with other monot(?ne
dependence orderings are examined, with particular attention to the EQD ordering
‘proposed by Kowalczyk and Pleszczynska (1977). It is finally suggested a real valued
parameter coherent with the introduced ordering.

La curva di Lorenz generalizzata e ordinamenti di dipendenza monetona

RIASSUNTO

Nel presente lavoro viene proposto un ordinamento parziale di dipendenza
monotona per variabili casuali bidimensionali non negative ¢ con marginali assegnate.
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Tale ordinamento & basato sulla nozione di curva di Lorenz generalizzata della
funzione di regressione. Vengono esaminate le relazioni con altr ordinamenti di
dipendenza monotona presenti in letteratura, con particolare riferimento allordina-
mento EQD (Kowalczyk and Pleszczynska, 1977). Si mostra inoltre come 'utilizzo
della curva di Lorenz generalizzata permetta di costruire un indice di dipendenza
monotona coerente con Pordinamento parziale introdotto.

KEY WORDS

Generalized Lorenz curve, monotone dependence, positive dependence orderings,
dependence measures. S




